
94-775 Unstructured Data Analytics

Slides by George H. Chen

Lecture 9: Clustering (cont’d); 
topic modeling



Last Time: Clustering on Text Demo
• We were clustering on the 20 Newsgroups dataset 

(preprocessed by lemmatizing every token)

• We filtered out some documents that are likely not in English

• We filtered out vocab words that showed up in too many or too few 
documents

• Resulting 2D table of feature vectors: filtered_tf

• Resulting 1D table of vocabulary words: filtered_vocab

• After filtering, text documents still varied wildly in length

• Convert each row of filtered_tf into a probability vector

• Resulting 2D table of probability vectors: prob_vectors



Clustering on Text Demo

Raw text doc.
11707-dim 
prob vector

100-dim 
PCA space

2-dim 
t-SNE space

Distance between 
points in prob vector 
space is not helpful

Distance between 
points in PCA space 

is more helpful

We show clustering results in 100-dim PCA space

We also show clustering results in 2-dim t-SNE space



Today
• Intuition on ellipse/ellipsoid shapes for GMMs and why they matter

• Finally answer the question of when we should expect k-means to 
work well (2 example scenarios)

• TF-IDF representation

• Topic models

Note: I’ve decided to delay when we cover how to automatically choose 
the number of clusters/topics

(I’ve reordered the topics covered also to try to more quickly finish 
covering what you need to do your HW2)

Reminder: Your 40-minute Quiz 2 this Friday covers 
weeks 3 & 4 + today’s lecture



(Flashback) Learning a GMM

Step 2: Compute probability of each point being in each of the k clusters

Step 3: Update cluster probabilities, means, and covariances accounting 
for probabilities of each point belonging to each of the clusters

Repeat until convergence: 

Step 0: Guess k

Step 1: Guess cluster probabilities, means, and covariances

This algorithm is called the Expectation-Maximization (EM) algorithm 
for GMMs (and approximately does maximum likelihood)

(Note: EM by itself is a general algorithm not just for GMMs)

(often done using k-means)



(Rough Intuition) How Shape is Encoded by a GMM

r

A
B

For this ellipse-shaped Gaussian, point B is considered more 
similar to the cluster center than point A

k-means would think that point A and point B are equally similar to the cluster 
center (since both points are distance r away from the center)

cluster 
center

GMM 
cluster 
shape



Relating k-means to GMMs

If the ellipses are all circles and have the same "skinniness" 
(e.g., in the 1D case it means they all have same variance):

• k-means approximates the EM algorithm for GMMs 
(as there is no need to keep track of cluster shape)

• k-means does a "hard" assignment of each point to a cluster, whereas 
the EM algorithm does a "soft" (probabilistic) assignment

Interpretation: When the data appear as if they're from a GMM with true 
clusters that "look like circles of equal size”, then k-means should work well



k-means should do well on this



But not on this



Relating k-means to GMMs

This is not the only scenario in which k-means should work well

If the ellipses are all circles and have the same "skinniness" 
(e.g., in the 1D case it means they all have same variance):

• k-means approximates the EM algorithm for GMMs 
(as there is no need to keep track of cluster shape)

• k-means does a "hard" assignment of each point to a cluster, whereas 
the EM algorithm does a "soft" (probabilistic) assignment

Interpretation: When the data appear as if they're from a GMM with true 
clusters that "look like circles of equal size”, then k-means should work well



Even if data aren’t generated 
from a GMM, k-means and 

GMMs can still cluster correctly



This dataset obviously doesn’t appear to be generated by a GMM

k-means with k = 2, and 2-component GMM will both work well in 
identifying the two shapes as separate clusters

Key idea: the clusters are very well-separated 
(so that many clustering algorithms will work well in this case!)

big distance between shapes
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i-th row, j-th column: # times doc word j appears in doc i

An Alternative Feature Vector Representation 
for Text: TF-IDF

multiply TF by
<latexit sha1_base64="ihecfQ/fSKlUp7SsLeQGCg34sb8=">AAACI3icbVC7TsMwFHXKq5RXgJHFokIqS5UgXkIMlVgYi0QfUhNVjuu0pk4c2Q5QRfkXFn6FhQFUsTDwLzhtkKDlSraOzr3Hvud4EaNSWdanUVhYXFpeKa6W1tY3NrfM7Z2m5LHApIE546LtIUkYDUlDUcVIOxIEBR4jLW94lfVb90RIysNbNYqIG6B+SH2KkdJU17xwGO9DxxcIJ3aaOAFSA89L6mnFUeRRJT2O44CECmaXVkj4wEUPpneHadcsW1VrUnAe2Dkog7zqXXPs/DyHGZKyY1uRchMkFMWMpCUnliRCeIj6pKNhiAIi3WTiMYUHmulBnwt99DoT9rciQYGUo8DTk5kHOdvLyP96nVj5525CwyhWJMTTj/yYQcVhFhjsUUGwYiMNEBZU7wrxAOm8lI61pEOwZy3Pg+ZR1T6tntwcl2uXeRxFsAf2QQXY4AzUwDWogwbA4Am8gDfwbjwbr8bY+JiOFoxcswv+lPH1Dc1+pZg=</latexit>

log
1

P(document mentions word j)

Intuition: words that appear in more documents are likely less useful 
(same intuition as stop words!) — let’s downweight these words!

Hack (additive smoothing): 
can add 1 to numerator 
      & 1 to denominator<latexit sha1_base64="BQekKgaiHY1NCTAW+4dtiF1PlzI=">AAACIXicbVDLSgMxFM34rPVVdekmWARXZUZ8LRQENy4r2Ad0hpLJZNpoJhmSO2oZ5lfc+CtuXCjSnfgzprWCrwOBwzn3JLknTAU34LpvztT0zOzcfGmhvLi0vLJaWVtvGpVpyhpUCaXbITFMcMkawEGwdqoZSULBWuH12chv3TBtuJKXMEhZkJCe5DGnBKzUrRydYF+oHvZjTWgui9wHdge5X8WRolnCJBgMfQJ4RG0C3yod4eKq6Faqbs0dA/8l3oRU0QT1bmXof11JBTGm47kpBDnRwKlgRdnPDEsJvSY91rFUkoSZIB9vWOBtq0Q4VtoeCXisfk/kJDFmkIR2MiHQN7+9kfif18kgPgpyLtMMmKSfD8WZwKDwqC4ccc0oiIElhGpu/4ppn9iuwJZatiV4v1f+S5q7Ne+gtn+xVz09ntRRQptoC+0gDx2iU3SO6qiBKLpHj+gZvTgPzpPz6gw/R6ecSWYD/YDz/gEwcKQr</latexit>

= log
n

# documents that mention word j

Term frequency 
(TF)



An Alternative Feature Vector Representation 
for Text: TF-IDF

There are many 
TF-IDF variants! 
(Lots of hacks!)

Default TF-IDF weighting in sklearn

<latexit sha1_base64="hUoM4UXVkd3+AVSjG7766p9FRyw=">AAACQnicbVDBbhMxEPWG0oYF2kCPXEaNkJCQol3UQg89ROLSY5BImyq7iryOd2PitVf2bNtolW/jwhf0xgdw6YGq4tpDvUkqQcpIlp7fm3kev6SQwmIQ/PQaTzaebm41n/nPX7zc3mm9en1idWkY7zMttRkk1HIpFO+jQMkHheE0TyQ/Taafa/30nBsrtPqKs4LHOc2USAWj6KhR68yPUOTc+lEismzoA4TwHiKpsyg1lFXK3cJ5FSG/xCpqw1izMucKLeCEItTQ+cCFNmOYf1s0L63iUasddIJFwWMQrkCbrKo3al1FD+5MUmuHYVBgXFGDgknubEvLC8qmNONDBxV1a8fVIoI5vHXMGFJt3FEIC/bviYrm1s7yxHXmFCd2XavJ/2nDEtPDuBKqKJErtnwoLSWghjpPGAvDGcqZA5QZ4XYFNqEuOnSp+y6EcP3Lj8HJh074sXPwZb/dPVrF0SRvyB55R0LyiXTJMemRPmHkO/lFfpMb74d37d16f5atDW81s0v+Ke/uHk02rlQ=</latexit>

⇥

1 + log

n+ 1

# documents that mention word j + 1

�

sklearn’s default behavior 
further normalizes each row to 

have Euclidean norm 1
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Word
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i-th row, j-th column: # times doc word j appears in doc i

Intuition: words that appear in more documents are likely less useful 
(same intuition as stop words!) — let’s downweight these words!

Term frequency 
(TF)



An Alternative Feature Vector Representation 
for Text: TF-IDF

Demo



Is clustering structure enough?



(Flashback) GMM with k Clusters

How to generate points from this GMM:

    Let Z be the side that we got (it is some value 1, …, k)

2. Sample 1 point from the Gaussian from cluster Z

Cluster 1

Probability of generating a 
point from cluster 1 =

Gaussian mean =

Gaussian covariance =

<latexit sha1_base64="OYHfUvrspy+1cUGFRJStIe+0jvU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr4OHghePFYwttKFstpt26WYTdidCCf0NXjwo4tUf5M1/47bNQVsfDDzem2FmXphKYdB1v53Syura+kZ5s7K1vbO7V90/eDRJphn3WSIT3Q6p4VIo7qNAydup5jQOJW+Fo9up33ri2ohEPeA45UFMB0pEglG0kt9NRc/rVWtu3Z2BLBOvIDUo0OxVv7r9hGUxV8gkNabjuSkGOdUomOSTSjczPKVsRAe8Y6miMTdBPjt2Qk6s0idRom0pJDP190ROY2PGcWg7Y4pDs+hNxf+8TobRdZALlWbIFZsvijJJMCHTz0lfaM5Qji2hTAt7K2FDqilDm0/FhuAtvrxMHs/q3mX94v681rgp4ijDERzDKXhwBQ24gyb4wEDAM7zCm6OcF+fd+Zi3lpxi5hD+wPn8AXgZjnU=</latexit>⇡1

<latexit sha1_base64="26DMgjlC+7hhRQhJyT6tfAgYli8=">AAAB7HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4OHgBePEVwTSJYwO5lNhszMLvMQwpJv8OJBEa9+kDf/xkmyB00saCiquunuijPOtPH9b6+0srq2vlHerGxt7+zuVfcPHnVqFaEhSXmq2jHWlDNJQ8MMp+1MUSxiTlvx6Hbqt56o0iyVD2ac0UjggWQJI9g4KewK2wt61Zpf92dAyyQoSA0KNHvVr24/JVZQaQjHWncCPzNRjpVhhNNJpWs1zTAZ4QHtOCqxoDrKZ8dO0IlT+ihJlStp0Ez9PZFjofVYxK5TYDPUi95U/M/rWJNcRzmTmTVUkvmixHJkUjT9HPWZosTwsSOYKOZuRWSIFSbG5VNxIQSLLy+Tx7N6cFm/uD+vNW6KOMpwBMdwCgFcQQPuoAkhEGDwDK/w5knvxXv3PuatJa+YOYQ/8D5/AIXMjn4=</latexit>µ1

Cluster k

Probability of generating a 
point from cluster k =

Gaussian mean =

Gaussian covariance =

…
<latexit sha1_base64="GLC7rqlXSHA+ouiTlUvBg+76VJk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr4OHghePFYwttKFstpN26WYTdjdCCf0NXjwo4tUf5M1/47bNQVsfDDzem2FmXpgKro3rfjulldW19Y3yZmVre2d3r7p/8KiTTDH0WSIS1Q6pRsEl+oYbge1UIY1Dga1wdDv1W0+oNE/kgxmnGMR0IHnEGTVW8rsp74161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noOsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZPJ7Vvcv6xf15rXFTxFGGIziGU/DgChpwB03wgQGHZ3iFN0c6L8678zFvLTnFzCH8gfP5A9ABjq8=</latexit>⇡k

<latexit sha1_base64="lr6A+YKivcAe1P2OeHAwbZNwhJA=">AAAB7HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4OHgBePEVwTSJYwO5lNhszMLvMQwpJv8OJBEa9+kDf/xkmyB00saCiquunuijPOtPH9b6+0srq2vlHerGxt7+zuVfcPHnVqFaEhSXmq2jHWlDNJQ8MMp+1MUSxiTlvx6Hbqt56o0iyVD2ac0UjggWQJI9g4KewK2xv1qjW/7s+AlklQkBoUaPaqX91+Sqyg0hCOte4EfmaiHCvDCKeTStdqmmEywgPacVRiQXWUz46doBOn9FGSKlfSoJn6eyLHQuuxiF2nwGaoF72p+J/XsSa5jnImM2uoJPNFieXIpGj6OeozRYnhY0cwUczdisgQK0yMy6fiQggWX14mj2f14LJ+cX9ea9wUcZThCI7hFAK4ggbcQRNCIMDgGV7hzZPei/fufcxbS14xcwh/4H3+AN20jrg=</latexit>µk

1. Flip biased coin (side 1 has probability , …, side k has probability      )<latexit sha1_base64="OYHfUvrspy+1cUGFRJStIe+0jvU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr4OHghePFYwttKFstpt26WYTdidCCf0NXjwo4tUf5M1/47bNQVsfDDzem2FmXphKYdB1v53Syura+kZ5s7K1vbO7V90/eDRJphn3WSIT3Q6p4VIo7qNAydup5jQOJW+Fo9up33ri2ohEPeA45UFMB0pEglG0kt9NRc/rVWtu3Z2BLBOvIDUo0OxVv7r9hGUxV8gkNabjuSkGOdUomOSTSjczPKVsRAe8Y6miMTdBPjt2Qk6s0idRom0pJDP190ROY2PGcWg7Y4pDs+hNxf+8TobRdZALlWbIFZsvijJJMCHTz0lfaM5Qji2hTAt7K2FDqilDm0/FhuAtvrxMHs/q3mX94v681rgp4ijDERzDKXhwBQ24gyb4wEDAM7zCm6OcF+fd+Zi3lpxi5hD+wPn8AXgZjnU=</latexit>⇡1
<latexit sha1_base64="GLC7rqlXSHA+ouiTlUvBg+76VJk=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0nEr4OHghePFYwttKFstpN26WYTdjdCCf0NXjwo4tUf5M1/47bNQVsfDDzem2FmXpgKro3rfjulldW19Y3yZmVre2d3r7p/8KiTTDH0WSIS1Q6pRsEl+oYbge1UIY1Dga1wdDv1W0+oNE/kgxmnGMR0IHnEGTVW8rsp74161Zpbd2cgy8QrSA0KNHvVr24/YVmM0jBBte54bmqCnCrDmcBJpZtpTCkb0QF2LJU0Rh3ks2Mn5MQqfRIlypY0ZKb+nshprPU4Dm1nTM1QL3pT8T+vk5noOsi5TDODks0XRZkgJiHTz0mfK2RGjC2hTHF7K2FDqigzNp+KDcFbfHmZPJ7Vvcv6xf15rXFTxFGGIziGU/DgChpwB03wgQGHZ3iFN0c6L8678zFvLTnFzCH8gfP5A9ABjq8=</latexit>⇡k

<latexit sha1_base64="GTgY2sgX8xAppHs6glc4d9WB6TI=">AAAB73icbVDJSgNBEK1xjXGLevTSGARPYUbcDh4CXjxGNAskQ+jp9CRNehm7e4Qw5Ce8eFDEq7/jzb+xk8xBEx8UPN6roqpelHBmrO9/e0vLK6tr64WN4ubW9s5uaW+/YVSqCa0TxZVuRdhQziStW2Y5bSWaYhFx2oyGNxO/+US1YUo+2FFCQ4H7ksWMYOukVuee9QXuBt1S2a/4U6BFEuSkDDlq3dJXp6dIKqi0hGNj2oGf2DDD2jLC6bjYSQ1NMBniPm07KrGgJsym947RsVN6KFbalbRoqv6eyLAwZiQi1ymwHZh5byL+57VTG1+FGZNJaqkks0VxypFVaPI86jFNieUjRzDRzN2KyABrTKyLqOhCCOZfXiSN00pwUTm/OytXr/M4CnAIR3ACAVxCFW6hBnUgwOEZXuHNe/RevHfvY9a65OUzB/AH3ucPlfePqw==</latexit>

⌃1
<latexit sha1_base64="96G9kOzhAPmf4r2N89hFLJITgns=">AAAB73icbVDLSgMxFL3xWeur6tJNsAiuyoz4WrgouHFZ0T6gHUomzbShSWZMMkIZ+hNuXCji1t9x59+YtrPQ1gMXDufcy733hIngxnreN1paXlldWy9sFDe3tnd2S3v7DROnmrI6jUWsWyExTHDF6pZbwVqJZkSGgjXD4c3Ebz4xbXisHuwoYYEkfcUjTol1Uqtzz/uSdIfdUtmreFPgReLnpAw5at3SV6cX01QyZakgxrR9L7FBRrTlVLBxsZMalhA6JH3WdlQRyUyQTe8d42On9HAUa1fK4qn6eyIj0piRDF2nJHZg5r2J+J/XTm10FWRcJallis4WRanANsaT53GPa0atGDlCqObuVkwHRBNqXURFF4I///IiaZxW/IvK+d1ZuXqdx1GAQziCE/DhEqpwCzWoAwUBz/AKb+gRvaB39DFrXUL5zAH8Afr8Ae3fj+U=</latexit>

⌃k

d-dim.

d-by-d matrices

Each data point has a single true cluster assignment Z 
& is generated from the Gaussian for cluster Z



In reality, a data point could have “mixed” 
membership and belong to multiple “clusters”

How do we model this?

For example, for news articles, possible topics could be sports, 
medicine, movies, or finance

A news article could be about sports and also about finance



Topic Modeling: 
Latent Dirichlet Allocation (LDA)

• Input: “document-word” matrix, and pre-specified # topics k

• Output: what the k topics are (details on this shortly)

2

1

2

…

n

Word

Document

…1 d

• A generative model

Either TF table 
or TF-IDF table



LDA Generative Model Example
weather food

Alice’s text

Bob’s text

0.1

0.5

0.9

0.5
Document

Topic

hot apple

weather

cold pie

0.3 0.7 0.0 0.0

0.1 0.3 0.5 0.1

Word

Topic
food

Each word in Alice’s text is generated by:

1. Flip 2-sided coin for Alice

2. If weather: flip 4-sided coin for weather 
If food: flip 4-sided coin for food



LDA Generative Model Example
weather food

Alice’s text

Bob’s text

0.1

0.5

0.9

0.5
Document

Topic

hot apple

weather

cold pie

0.3 0.7 0.0 0.0

0.1 0.3 0.5 0.1

Word

Topic
food

Each word in Bob’s text is generated by:

1. Flip 2-sided coin for Bob

2. If weather: flip 4-sided coin for weather 
If food: flip 4-sided coin for food

“Learning the topics” 
means figuring out 
these 4-sided coin 

probabilities



LDA Generative Model

Doc. 1

Doc. 2

Doc. n

…

To
pic 

1
To

pic 
2

…

To
pic 

k

LDA models each word in document i to be generated as:

1. Randomly choose a topic Z (use topic distribution for doc i)
2. Randomly choose a word (use word distribution for topic Z)

Topic 1

Topic 2

Topic k
…

…

W
or

d 1
W

or
d 2

W
or

d d

Goal: Learn these 
distributions

In sklearn, these will be in 
“.components_”

In sklearn, these will be the output 
of the “.transform” function



Topic Modeling: 
Latent Dirichlet Allocation (LDA)

• Output: the k topics’ distributions over words

• A generative model

• Input: “document-word” matrix, and pre-specified # topics k
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n

Word

Document

…1 d

Either TF table 
or TF-IDF table



LDA

Demo


